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1. Stability Measures
The potentialdrawdownof U.S. and Russiannuclearforcesraisesissuesof

future “stability.” Once thesetwo powersno longer have arsenalsthat are as
dominantwhencomparedwith the restof the world astheyoncewere,how will
that affect global stability? Armchair argumentsexist in both directions,suchas

a) The U.S. and Russiawould be less inclined to use nuclearweaponson
eachotherbecauseexpendingtheir reducedarsenalscould leavethemvulnerable
to attacksfrom otherpowers(e.g.,China). Hencea stablesituationfollows if the
drawdownwere handledproperly; or

b) Coalitionscould arisethat would becomethreatsbecausea smallercom-
binednucleararsenalwould be requiredfor themto do so,possiblyleadingto an
unstablesituation. Moreover,certaincountries(Germany,Japan,Canada)might
developtheir own nucleararsenalsif they felt that reducedU.S. nuclearforces
were no longer adequateto protect them, while others(Israel, India, Pakistan)
might not feel as inhibited in using nuclearweaponsto pursuetheir individual
future agendas.

To assessmatters, a formal definition of stability, together with quantitative
metrics to assessthem, would be helpful.

Gametheoryprovidesonebasisfor suchanalysis.The subjecthasbeenex-
tensivelystudiedrelativeto armscontrol issuesfor sometime (seebibliography).
Though game theoreticexplanationsof human/organizationalbehavior are not
perfect,they allow for a formal expositionof the underlyingthoughtprocesses,
value systems,and so on, behind any claimed conclusions. As such, a better
understandingof the situationcan evolve.

Relativeto so-called“crisis stability” and“geopoliticalstability,” gametheory
hasseriouslimitationsthatarediscussedin thesectionsto follow. Basically,most
realistic armscontrol problemscannotbe so neatly pigeonholedas requiredby
gametheory, with eachside having nearly completeknowledgeof the other’s
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motivationsandavailableactions. This is why, despitethe vast literatureon the
subject,gametheory is not recognizedas the answerto understandingbehavior.
In otherdomains,suchas“force stability,” the actionspacesandpayoff matrices
havestrongerunderpinnings,andstability canbe examinedin somedetail.

In this report, we briefly review the existing gametheoreticliterature,dis-
cussthe strengths/weaknessesof applying gametheory to certain arms control
environments,and illustrateapplicationwith a simple examplein force stability.
Treatmentof the stochasticaspectsof theexamplegoesbeyondthat found in the
currentliteraturefor gametheoryandillustrateshow theusualconcepts(minimax
solutions,equilibrium points)mustbe extendedin a stochasticenvironment.

The presentationis self contained,andmakesno assumptionthat the reader
is alreadyfamiliar with the subjectmatter.

2. Benefitsof Game Theoretic Modeling of Behavior
Gametheory providesa logical basisfor decisionmaking and for defining

differenttypesof stability. Oneof its earliestadvocates,interestinglyenough,was
prominentfor his work at Los Alamos— JohnVon Neumann.This subjecthas
beenstudieda greatlength,andis a usefulmeansof organizingtheconsiderations
relevantto decisionproblems.A vastliteratureexistson themethodology(seethe
bibliographyfor a samplingof relatedwork), andwe do not attempta complete
summary. Instead,basicconceptsare discussedrelative to armscontrol issues
and, specifically, in their relation to stability.

To introducethe subjectat an introductory level, considera gametheoretic
model of the children’s game"rock-paper-scissors." The payoff matrix for the
gameis listed below, wherethe first entry in eachcell is the payoff to Player1
andthesecondentry in eachcell is thepayoff to Player2. Eachplayercanchoose
from amongthe threeactions(Rock,Paper,or Scissors),andthe players’actions
areannouncedsimultaneously.For example,if Player1 choosesRockandPlayer
2 choosesScissorsthen Player1 wins (his payoff is +1) andPlayer2 loses(his
payoff is -1). If both playerschoosethe sameaction,neitherwins (both payoffs
are0). Thepayoffs for all possiblecombinationsof actionsarelisted in the table.
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Player2’s
Action:

Rock Paper Scissors

Rock 0, 0 -1, +1 +1, -1

Player1’s
Action:

Paper +1, -1 0, 0 -1, +1

Scissors -1, +1 +1, -1 0, 0

If one player can outguessthe other, he wins the game. But without
knowledgeof the other player’s tendencies,there is no formal solution to the
rock-paper-scissorsgame. That is, there is no single best choiceof action that
offers either player an advantage.

Indeed,if oneplayerwereto adoptthe randomizedstrategyof choosingeach
possibleaction with probability 1/3, it no longer matterswhat the other player
does: the expectedpayoff is 0 for both players. In the contextof a sequential
game,where the gameis repeatedmultiple times with the samepayoff matrix,
independentrandomizationfor eachgameoffers a guaranteedpayoff, at leastin
a statisticalsense,andprovidesonetype of a stablesolution. Namely,that there
is a stable,long term payoff againstall opponents’strategies.

Therock-paper-scissorsgamealsoillustratestheproblemwith infinite regress,
anda kind of reversepsychology.That is, supposePlayer1 “knows” thatheplans
to choose“Paper.” If Player2 knowsthatPlayer1 knowshe’splanningto choose
“Paper,” thenPlayer2 will choose“Scissors.”But if Player1 knowsthat Player
2 knowsthatPlayer1 knowshe’s planningto choose“Paper,” thenPlayer1 will
counterPlayer2’s anticipated“Scissors”actionby choosing“Rock.” However,if
Player2 knowsthatPlayer1 knowsthatPlayer2 knowsthatPlayer1 knows . . . .
This is a classicillustration of infinite regress,whereeachplayercanrationalize,
ad infinitum, aboutthebeststrategyagainstanopponenthavingsomeintelligence
regardinghis plannedactivities. The infinite regresssituationis unstablein some
sense.

Considera gamewhere anothertype of stablesolution exists. The payoff
matrix for this gameis:
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Player2’s
Action:

Low Medium High

Low +2, -2 -1, +1 +3, -3

Player1’s
Action:

Medium +1, -1 0, 0 +1, -1

High -3, +3 -1, +1 -2, +2

The combinationof actionswhereeachplayerchooses“Medium” is known asa
Nashequilibrium. In distinctcontrastto therock-paper-scissorsgame,knowledge
that the opponentwill choose“Medium” offers neitherplayer the opportunityto
gain by changinghis own action away from “Medium.” The Nashequilibrium
reflectsa regionof thepayoff spacewhereneithersideis motivatedto unilaterally
changeits behavior, and thus the equilibrium point constitutesone notion of
stability.

The two payoff matricesaboveare examplesof zero-sumgames,wherethe
sumof payoffs to Player1 andPlayer2 alwaysaddto zero. That is, eachplayer
cangain only at the expenseof the other. In certainbi-polar settings,suchasan
oversimplifiedview of the cold war, this type of payoff matrix may be plausible.
In most environments,however,the partiesinvolved have mutual interestsand
the zero sum phenomenonis not realistic.

A third game,frequentlydiscussedin thecontextof armscontrol,is theclassic
prisoner’sdilemma. This is not a zero sum game. Backgroundfor oneversion
of the prisoner’sdilemmais as follows. The two playersrepresentapprehended
criminals, imprisonedin separatejail cells following the commissionof a crime.
The district attorney,knowing the evidenceagainstthemis too weakto obtaina
stiff sentence,approachesthe prisonersindividually to offer eacha pleabargain.
Possibleoutcomesare:

• If oneprisonerConfessesandtheotherStonewalls,theconfessorwill receive
probationwithout jail time, his evidencebeingusedto obtaina stiff sentence
for the stonewaller.

• If both prisonersStonewall,both will receivelight jail sentencesbecauseof
the limited evidenceagainstthem.
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• If bothConfess,bothwill getmediumsentences(receivingsomeleniencyfor
sparingthe district attorneythe ordealof a taking the caseto trial).

An exampleof a payoff matrix for theprisoner’sdilemmagameis asfollows:

Player2’s Action:

Confess Stonewall

Player1’s Action Confess -10, -10 0, -20

Stonewall -20, 0 -3, -3

One solution to the prisoner’sdilemmainvolves a Nashequilibrium. Player1,
thinking selfishly,knowsthatno matterwhich actionis takenby theotherplayer,
it’s to his benefitto confess.Player2, alsoreasoningselfishly,confessesaswell,
leaving both playerswith a payoff of -10. The solution is stablein the Nash
sense,in that neither player, knowing that the other will confess,can gain by
unilaterally changinghis own action.

Although the “Confess-Confess”solution is optimal in the selfish sense
describedabove, it leads to a foolish result collectively. Both players would
be betteroff with the “Stonewall-Stonewall”solutionthanwith the (supposedly)
selfishly optimal “Confess-Confess”solution, if only they could cooperatively
achieveit. If they could somehowenterinto a binding agreementto Stonewall,
eachplayer could achievea good resolution,without fear that the other player
would exploit that action for personalgain.

In thegamesabove,thereis no (formal) stochasticcomponent.Otherthanthe
considerationof so-calledmixed strategies,suchas randomlychoosingeachof
rock-paper-scissorswith probability1/3 in orderto guaranteeaminimumstatistical
payoff, otheraspectsof thegamearedeterministic.Therearecertainother types
of gameshavingstochasticcomponents,a few of which arereviewedhere.

Perhapsthe simplestsuchgameis the “noisy duel.” That is, two combatants,
eachhaving a gun containinga single bullet, squareoff in a duel. Initially, the
combatantsaredistanceD apart,andtheyslowly walk towardseachother. When
combatanti (i = 1, 2) fires his weapon,his probability of killing his opponent
is pi(d), whered denotesthe distancefrom his opponentat the time his gun is
fired. If onecombatantfiresandmisses,however,his opponentis certainto walk
up to him and kill him.
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Thenoisyduelgame,then,reducesto eachcombatantdecidingwhento shoot.
If someoneshootstoo soon,andwith too low a probability,hemaymissandlose
the game. On the other hand, if he waits too long, his opponentmay kill him
first. In termsof striking the right balance,the optimal solution dependson the
respectivepayoffs of theplayers(aside:for payoffs of ±1, thesolutionis for each
player to fire as soon as p1(d)+ p2(d) = 1).

Still other gamesdependon somewhatunpredictablepsychologicalfactors.
Considera one-dimensionalgameof hide-and-seek.The first player picks an
integerbetween1 and N, and the secondplayer is to guessrepeatedlyuntil he
correctly identifiesthat integer. Upon eachincorrectguess,the secondplayer is
told whetherhis mostrecentguessis high, low, or correct.Usingthatinformation,
he continuesguessinguntil he guessescorrectly. The first player would like to
maximizethenumberof guessesneeded,while thesecondwould like to minimize
the number.

An extensionof this gameis to introduceadditionalinformation— theplayers
may know eachotherandbelievethat they cananticipate(howeverimperfectly)
theother’saction. That informationcanthenbe usedin determininga sequential
(and possibly mixed) strategy.

Still othergamesexist, involving morethan2 players,for example.As noted
above,the purposeof this report is not to exhaustivelyreview the considerable
literatureon the subject.Instead,it is to conveybasicideasfrom gametheoryto
providea normativetheoryfor decisionmakinganddifferentnotionsof stability.
Becauseall availableactionsfor all playersaredetailed,theassumptionsregarding
the resultingoutcomesare quantitativelydescribedand the basisfor selectinga
strategyis opento examinationby others. The structuresuppliedallows for the
gameto beobjectivelyexaminedfor optimalstrategiesandfor evaluatingvarious
notionsof stability. This is the greateststrengthof the approach.

3. Recognized Limitations of Game Theoretic
Modeling of Arms Control Behavior

The above(oversimplified)examplesof two-persongameswere introduced
for purposesof illustrating somebasicpoints and different notionsof stability.
Note that theseexamplesinvolved severalground rules which warrant further
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discussion. One perspectiveon theseshortcomingsis that they identify areas
wheregametheoreticresearchwould be useful in aiding study of armscontrol
applications. Given the concertedeffort to apply gametheory to international
stability (seethebibliographyfor a samplingof the literature),if currentmethods
were adequateto addressthe situation,the problemwould havebeensolvedby
now.

Gametheoreticshortcomingsinclude the following.

3.1 Action spaces are assumed known to all players.

Specificationof the payoff matrix defining the game involves a complete
enumerationof all possibleactionsthat all playersareallowedto take. In many
realistic decisionproblems,options are not so well delineated. An action can
involve manydistinct sub-actions,which in turn involve sub-sub-actions,andso
on. At somelevel of detail, a completecharacterizationof the action spaceis
impossible,and only low-resolutionapproximationscan be considered.Ideally,
the summaryincorporatesall relevantconsiderationsand is reasonableto first
order, thoughthereis rarely a way to verify this assumption.

History is littered with exampleswhere imperfect military intelligence led
to instanceswherecountrieshavemiscalculatedthe responsesof othercountries
to their actions. Historical examplesexist whereadversarieshaveoverestimated
andunderestimatedeachothers’capabilities,andweresurprisedto seethat their
opponentswere capableof taking the actionsthey did.

Peopleact on a combinationof beliefs, someof which may be correctand
othersnot. In a related issue, information on which they baseactionscan be
timely or outdated. Becauseof this aspectof uncertainty,decisionmakingis
less like a well definedtwo-persongamehaving a deterministicpayoff matrix
and more like a gameof poker, wherebluffing is an accepted(and sometimes
successful)strategy.Although simple typesof bluffing canbe incorporatedinto
action spaces,the more generalcasecannotbe.

3.2 The payoffs to each player of all possible combinations of actions are
deterministic and are known to all players.

3.2.1 Amalgamation and Stochastic Payoffs

Except in isolateddictatorships,governmentaldecisionsare not truly made
by a singleindividual. Policy decisionsmusttakeinto accountnumerousconsid-
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erations(e.g.,political, economic,military, personalagendas)anddifferencesof
opinionsmay exist regardingthe tradeoffs involved. Thus, behavioris affected
whencountriesdon’t behavethe way that individual peopledo. Justlook at U.S.
governmentpurchasingrules,for example,in contrastto theway that individuals
makepersonalbuying decisions.Another exampleis that smallerorganizations
sometimesoptimizetheir own interestsat the costto their larger organization.In
the extreme,horsesare designedby committee.

The multiple considerationsare rolled into a singlepayoff value in order to
force fit the problem into a gametheoreticsetting. In so doing, measurement
unitsmaybedifficult to assessandthenreconcile,suchasa nationevaluatingthe
tradeoffs betweeneconomicbenefitsto its societyvis-a-vis devotingsubstantial
nationalresourcesto maintainingavastmilitary machine.In extremecases,issues
becomevery problematic(e.g.,how manydollarsis a humanlife worth?). There
is a literature on multi-attribute utility analysis(e.g., Keeneyand Raiffa 1993;
Krakowski 1996) which attemptsto addressthis problemby assigninga “grand
utility” to eachoutcome.But summarizingsuccinctly,“avoiding weaselwording,
it boils down to the unhappyconclusionthat there is no universalsatisfactory
way to amalgamatethe individual preferencesinto group preferences”(Shubik,
p. 100).

The issueof amalgamationaside, many decisionmakingsituationsinvolve
payoffs that arenot known with certainty. In war gamesandmilitary simulation
models,for example,stochasticelementsareintrinsic to thegame.If a decisionis
madeto attack,for example,theoutcomeis not known with certainty.Moreover,
subjectiveperceptionscanbedifficult to quantify,especiallyin regardto assigning
risk to low-probability,high-consequenceevents(suchasnuclearexchanges)and
issueswith high emotionalcontent (for example,nuclearpower), and there is
someevidence(Fischoff, Slovic, andLichtenstein1982)to suggestthatpresumed
expertsin an areaare often no better than the generalpublic in making such
assessments.Cultural differencesare also important in this regard (Whitman
1985). As such,different peoplecan reactto the samesituationdifferently and
the subjectof risk perceptionbecomesimportant.

At a minimum, efforts to determinethe sensitivityof the optimal strategyto
perturbationsof the payoff matrix are essentialpartsof any analysis.

Not only is assessingthe payoffs to one’sown side ill-defined, but assessing
the payoffs to othersintroducesstill more complications.Imperfect intelligence
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mayexist regardingoptionsavailableto theotherside(s),aswell astheeffective-
nessof thoseoptionsif implemented.Indeed,oneaspectof thecounterintelligence
involvesfeedingmisinformationto adversaries.Moreover,themotivationsof ad-
versaries,aswell asthevaluesystemsthatdrive their motivations,arefrequently
difficult to determinefrom a distance.TheCubanmissilecrisis is a classicalcase
in point, whereAmericandecisionmakersspentconsiderabletime (e.g., Allison
1971) trying to understandhow the situationwas being perceivedby the other
side. A subjectivistapproachto the problem,formalizing subjectiveuncertainty
throughthe useof probability distributions,leadsto stochasticpayoffs in much
the sameway as doesmodelinguncertaintyin military attacks.

When the payoff matrix is stochastic,the usual game-theoreticnotions of
stability, suchasminimax solutionsandNashequilibria, no longerexist in their
pure form. For example,with certain stochasticmodels such as the normal
distribution, there is no guaranteedminimum payoff. Minimums only exist in
a probabilisticsense(e.g., “with probability 90%, the payoff is at leastx.”). At
this point, utility functionscanbecomeimportant,andthenotion of risk aversion
affectsthedefinitionof “optimal” strategies.Useof expectedvalues(Bookerand
Bryson 1985) is sometimesreasonable,and sometimesnot. Possiblyas a result
of thesefactors,thereis little literatureon the subjectof stochasticpayoffs.

3.2.2 Knowedge Management

Much knowledge,or “know how” or expert insight, is not (fully) quantita-
tive but still importantfor understandingandevaluatingstability. In Section3.2,
the lack of knowledgeby the playersinvolved was notedas a shortcomingof
the gametheoreticapproach.With modernday computationandcommunication
capabilities,knowledgeandother forms of factual information, including obser-
vationalandcollecteddata,canbegathered,documented,storedandretrievedfor
analysiswith greater,ease.

Knowledgemanagementis a burgeoningtechnology(seeKnowledgeTransfer
International1999). Its methodssupportthe processof organizing,transferring,
and using the heterogeneousinformation and expertiseof groupsof peopleen-
gagedin anactivity (suchasoperatinga military force). KnowledgeManagement
is commonly usedto preserveand leverageknowledge,efficiently link seekers
to information so that they canmakeinformed decisions,enablediverseor dis-
persedgroups to work towardsa commonpurpose. KnowledgeManagement
includesthe elicitation and documentationof the knowledgeof experts(knowl-
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edgeacquisition),thecreationof electronicrepositories,suchasknowledgebases
or organizationalmemories,and use of tools for electroniccollaboration,data
searching,warehousing,mining, and discovery.

Perhapswith betterknowledgemanagement,gametheoryandthesealternative
theoriescanimplementedto overcometheweaknessof gametheoryin addressing
certain decisionproblems.

3.3 Players behave rationally relative to their respective payoffs.
Someaspectsof definingrationalbehaviorhavebeendiscussedabove.Issues

of individual (selfish)rationality asopposedto collectiverationality,suchaswas
discussedwith respectto theprisoner’sdilemma,or to amalgamatingmanydistinct
pointsof view in a singlepayoff matrix, makeit difficult to examinerationality.
But even at the level of an individual person,rational behavior is difficult to
address.

Unlessrationality is circularly defined(i.e., whateveraction was takenmust
haveoptimizedthe relevantutility function at the time), peoplefrequentlydon’t
behaverationally. Either that, or they behavelogically with respectto a value
systemthat is so poorly understood(by their adversariesif not by themselves)
that gametheoreticmodeling is highly problematic.

Irrational behaviormay follow from (Meyer andBooker,1991)

• Failure to update their beliefs in light of new information that becomes
availableto them– e.g.,beliefscanchangeslowly in spiteof large amounts
of contrary evidence.

• Acting on perceptionsthat are in fact false.
• Acting on personalagendas.
• Poorestimationof frequenciesof events,especiallyrareones.
• Poor understandingof interdependenciesbetweenevents.
• Underestimationof uncertainty– e.g., placing excessiveconfidencein their

own beliefs or in the beliefs of (supposed)experts.
• Just plain stupidity.

Egoscanalsoplay a role. Shubik (1975),for example,presenteda studywhere
peopleturneddownmoneyonly becausetheyfelt slightedby theprocessin which
it was offered. Substantialperson-to-personvariability was also presentin that
study, illustrating that it is dangerousto generalizehow one personwill react
given informationon how othersreactedunderthe samecircumstances.
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Attemptshavebeenmade(e.g.,ZagareandKilgour 1995,Giles,et. al. 1994)
to assignpsychologicallabelsto different typesof playersandview payoffs for
eachin that light. This allowsfor characterizingdifferentdegreesof risk aversion
versusrisk taking,differentpainthresholds(e.g.,thewillingnessto absorbdamage
in order to inflict damage,important in military exchangesimulations),and so
on. Sucha view providesfor flexibility in capturingindividualistic tendencies,
although this flexibility comesat the cost of a well defined game when the
tendenciesof an adversaryare unknown.

An alternativeview, asstatedby Weber(1991,p. 68), is that“Decisionmakers
here do not deal in utility functions. Instead, they deal in arguments.” By
implication, force fitting decisionproblemsinto a gametheoreticframework is
ill advised.

3.4 Players have sufficient time to search the solution spaceand arrive at an
optimal solution.

An aspectof decisionmakingthat is poorly capturedby gametheoryinvolves
thecostof searchingthesolutionspacefor anoptimalresult. As asimpleexample,
considera personmaking a purchasingdecision. The persongoesto a store,
examinesrelevantitems,andhasthe choiceto buy an item that’s availableat the
price given, or to continuethe searchat anotherstore in the hopeof obtaining
a morefavorabledeal. If the searchcontinues,the samebuy-or-continue-to-look
decisionis again facedat the next store.

In this example,there is an implicit cost-benefit tradeoff of continuing the
searchfor a betterdealthanhasbeenavailablethusfar (which involvescontinued
investmentof effort onbehalfof theperson)versusstoppingthesearchandbuying
at a particularpoint in time. For major purchasingdecisions(suchasa houseor
automobile),acontinuedsearchmaybeworthwhile,whereasfor minorpurchasing
decisions(such as a grocery item), it may be more cost effective to purchase
immediatelyevenif it is likely that a betterdeal could be found elsewhere.An
assessmentof theunknown— i.e., doesa betterdealthanobservedthusfar even
exist? — becomesa subjectiveelementof the decision.

For internationalevents,time pressuresoften exist. The old adage“he who
hesitatesis lost” may apply, but the tradeoffs in the continuedponderingof the
action spaceare lesswell defined. Actions to “buy time” may be taken,but in
many cases(e.g., the Cubanmissile crisis) it is not possibleto think through
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the decisionfor as long asmay be desired.At somepoint, it may be necessary
to knowingly proceedwith a suboptimalsolutionratherthanspendingadditional
time making minor improvementsto it.

The effects of time pressureon decisionsand the subsequentstability of a
situationarepotentiallyimportantbut poorly understood.As hasbeennoted(e.g.,
Shubik1975) it is not realistic to conductcontrolledexperimentson this subject.

3.5 One-Time Payoffs.

In internationalrelations,the “players” (nations,if not their specificleaders)
involvedhavea long historyof interactingwith eachother. The“game” is lessof
a one-timeevent,andmoreof an ongoingseriesof eventswith a corresponding
seriesof payoffs. Circumstancesandpayoffs changeover time.

To besure,a literatureexistsonsequentialgames,usuallyassumingaconstant
payoff matrix. This wasmentionedin thespirit of playing therock-paper-scissors
gamemultiple times. Anotherexampleis the so-calleddifferentialgame(Isaacs
1965),which involves“lengthy sequences... of decisionswhich areknit together
logically so that a perceptibleandcalculablepatternprevailsthroughout.”Often,
the conditionsfacing the playersevolve accordingto a differentialor difference
equation,which gives the class of gamesits name. Examplesof differential
gamesare gamesof pursuit, in which one player chasesanotherplayer across
somedomain, while the latter player attemptsto avoid capturefor as long as
possible.The playersreceiveperiodicinformationasto the whereaboutsof each
other,andthepayoff is dependenton thenumberof stepsrequiredfor thecapture
to occur (in manygames,captureis certainif the gameis playedlong enough).

In manyarmscontrol environments,a complicationis that the payoff matrix
changesover time. As an example,the ABM treaty succeededin the 1970s
becausetheU.S.and(then)SovietUnion felt it wasin their mutualinterest.With
thefutureprospectsof otherpowerssuchasChinaandNorth Koreabeingableto
strike with similar missiles,peoplearenow rethinkingthematter. As technology
evolvesand is redistributedacrossthe world, circumstanceschange.

Suchevolving situationscan be modeledby examiningmultiple payoff ma-
trices (i.e., a matrix for eachtime point of interest)or by assigningintegrated
(over time) payoffs for a singlegame.Anotheralternativeis to usetreestructures
(e.g., Zagareand Kilgour 1995), but the efficacy of suchstructuresis limited.
In practice,the longer the scenario,the harderit is to anticipatean adversary.
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Similar to a chessgame,it becomesprogressivelymoredifficult to anticipatean
opponent’sactions1, 2, 3, . . . movesinto the future. Many factorsaffecting the
rate of changein the action spaceare not directly observable(e.g., if a nation
decidesto developnuclearweaponsto allow it to have more flexibility in its
actions,how much time is requiredfor it to do so?). And the fact that many
decisionsinvolve multiple players(e.g.,how do onenation’sactionsevolvefrom
changesin anothernation’s actions?) only makesthe time-dependentmodeling
of payoffs/actionsmore problematic.

3.6 Alternatives to Standard Quantitative Payoffs

Becauseof the shortcomingscited abovein usingstandardgametheoryand
quantitativepayoffs, alternativeshave beenpursuedin the literature that offer
potentialfor capturingthe human-basedissuesinvolved. Zadeh(1965)provides
an alternativeview of uncertaintyby defining the conceptof fuzzy logic, based
on fuzzy set theory. In conventionallogic and set theory (called crisp), each
memberof a populationis assignedexactly to a set. For example,an F-16 is
a military jet. In fuzzy logic, however, the membershipassignmentmay have
uncertaintyattachedand becomeinsteada “fuzzy” set. For example,an F-16
maybelongto thesetof fighter jetswith membership0.90,alsobelongto theset
of bombingaircraftwith membership0.6andto thesetof reconnaissancevehicles
with membership0.5. The uncertaintyin definingsetmembershipis represented
by numericalvaluessuchas these. Unlike probabilities,there is no restriction
for membershipsto sum to one.

Fuzzy control systemmethodshave beendevelopedfor analyzingcomplex
systemsand problemswhere the physical model or underlying processesare
not known and where the input and output uncertaintiesmay only be known
in termsof languageinformation (e.g., “nominal,” “good,” “bad,” “poor,” etc.)
(Ross 1995). Relationshipsbetweenoutputsand inputs of a complex system
are specifiedaccordingto setsof rules and conditions. The rules, inputs and
outputs accommodateuncertaintiesin information by using natural language
terms, making it convenientfor use by the expertsproviding information. In
first strike stability, for example,the inputsandoutputswould be the strikesand
their results(targets killed), and the rules would be constructeddescribingthe
engagements.Fuzzy methodswould provide the mechanismsto representthe
many uncertaintiesinvolved in theseinputs,outputsand rules.
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Many decisionproblemscontainmuch uncertaintyin their structureand in
the information available. They can be addressedusing fuzzy cognitive maps
(Kosko 1997). Fuzzycognitivemapsarea meansof explainingpolitical decision
making processes,by combining the use of neural networks and fuzzy logic.
Variable conceptsare representedby nodesin a directedgraph. The value at
the noderepresentsthe degreein which that conceptis active in the systemat
a given time. Qualitativesimulationpermitsexperimentationwithin the complex
problem. Suchanalysesaredoneprior to gatheringinformation(often expensive
to obtain)for a morequantitativemodel. A detailedexamplemodelingtheonflict
in Kosovo is found in Taylor (1999).

Wth the expandeduseof fuzzy logic andset theory,other interpretationsof
uncertaintyhaveemerged that differ from the foundationsof probability theory.
Zadeh(1996)proposedpossibility theory. This theoryprovidesmethodologyfor
addressingsuchquestionsas: how likely is it thatChinahasstrategicmissilesof a
certaintype,or how large is theChinesemilitary force? Its axiomsandproperties
aresimilar to probability, but they operateon the “possibility” and"plausibility"
of eventsoften in language(non-numeric)termsand are basedon the concepts
in fuzzy set theory.

Economists,engineersand computerscientistshave applied thesetheories
to problemsin soft computing(Dubrois and Prade1988), humancognition and
knowledgemanagement.While thesetheorieshavetheir axiomsandprinciplesof
operation,suchascoherence,theyarebroadenoughto handlethelargeuncertain-
tiesinherentin humanknowledgeandinformation. And theyaredesignedto more
closelyrepresentthecognitiveprocesseswhich, too often,appearasirrationalbe-
haviorandinconsistencieswhenattemptingto applygameandprobabilitytheory.

3.7 What is Stability?

Severalgametheoreticnotionsof stability havebeenmentionedabovein the
context of the standardtwo-persongame,ranging from actions that guarantee
(statistically)a givenpayoff, saddlepointsolutionsthat defineNashequilibria for
all individual players involved, and negotiatedagreementsthat optimize some
collective measureof joint benefit. Suchnotionshavethe benefit that stability
is well definedin eachcase. As noted,however,none of thesenotionsseems
especiallyapplicableto crisis stability or geopoliticalstability.

Looselyspeaking,stability measuresinvolve manyconsiderations(e.g.,eco-
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nomic,political andmilitary), manyplayers(asituationthat’sstablefor oneplayer
maynot bestablefor another),andshouldbecapableof adaptingto changesover
time (a situationthat’s stabletoday may not be stabletomorrow). All of which
raisesthe question: what is a stability measure?In other words, if a function
s(x) of specifiedvariablesx were given, would we know if that function were a
“stability measure”or not? And if so, how would we know it? The situationis
very different from benchscience,whereit’s often possibleto conductphysical
experimentswhich can,to somedegree,confirma hypothesisor validatea model.

Froma historicalstandpoint,peoplehavemusedover stability for years.The
subjecthas beenof great interestsince the 1960s,with much written about it,
but therehaven’tbeenanywidely acceptedresolutionsto the problem.Although
“The nuclearworld is full of multiple equilibria; thereis morethanonesolution
to the problemof deterrenceandstability” (Weber1991,p. 304),no oneappears
to haveyet found a stability measureto fully captureany of them.

4. Force Stability: An Example

4.1 Background

We now considera specificproblemwherea gametheoreticformulation is
helpful in assessingstability. Thatprobleminvolvessimulatednuclearexchanges.
Forcestability appliesto a situationwhen two or more countrieshavereached
an extremecrisis in which eachbelievesthe other may launchan attack. The
situationis stableif the incentivefor a country to strike first, ratherthan to plan
to retaliateto the adversary’sattack, is relatively weak. For this reason,force
stability is also known as first strike stability. Unlike many stability settings,
suchasgeopoliticalstability, theactionspacefor force stability problemsis well
definedandthereis a solidbasisfor theexpectedpayoffs andstochasticmodeling.

In themoststablesituation,it is possiblefor eachsideto inflict unacceptable
damageuponretaliatingagainsta first strike, so that neitherside is motivatedto
initiate an exchange,therebyallowing the crisis to be resolvedby other means.
While force stability can be misleadingwhen interpretedin a vacuum(between
friendly countries, for example,who wouldn’t attack each other even if their
forceswereof disparatemilitary strength),it mayhaveconsiderablerelevanceto
future arms reductionagreements.
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The computer simulation for nuclear exchangespostulatesa war having
multiple engagements,the term “multiple engagements”meaningthat several
attacksare to take placesequentially. Eachside knows of the other’s weapons
arsenalsand so-calledvalue assets(targetssuchas cities and industrial centers,
which poseno immediatemilitary threatbut which are importantto destroy).A
scenariois specified, whereonecountrystrikesanother,the other thenretaliates
(concludingthefirst engagement),andthis is followed by additionalengagements
betweenthe sameor othercountries.Obviously,eachsidewantsto optimize its
targeting, so as to do the most damageto its enemieswhile incurring minimal
damageto itself. Combinatorically, the number of weapon-target strategies
imbeddedwithin the multiple engagementsis finite, but too large for exhaustive
calculation. Thus, optimizationalgorithmsare necessary.

This modelingof warfareis not 100%accurate,in that intelligenceregarding
the other side’s arsenalsand weaponsperformanceis not perfect. Moreover,in
real wars,eachsidedoesnot wait patiently for the otherside to finish its attack
before responding.Nonetheless,much can be learnedby examiningstrike and
counterstrikestrategiesover a wide rangeof cases(e.g.,a casewith the U.S. and
Russiaand at their currentarsenals,anotherwith their projectedarsenalsunder
START agreements,and others related to so-calledbreakoutscenarioswhere
one side clandestinelydevelopsweaponsbeyond those allowed by negotiated
agreements).

The military simulationgroupat Los Alamos hasdevelopedthe MESA/SM
code(Multiple Engagementsinvolving StrategicArsenals,with Stability Metrics)
for simulatingmulti-polar military exchanges(AnsonandStein1999). It hasthe
capabilityto optimizeoverrepeatedengagementsinvolving multipleparties,albeit
underdeterministicconditions. Becauseof the detailedresolutionof the code,
producingstrategiesat the weapon/target level, considerablerealismis achieved.

4.2 Stability Measures

Probablythemostcommonlyusedmeasuresof forcestability areKent-Thaler
indices (Kent and Thaler 1989). Kent-Thaleranalysis,in the bi-polar scenario
with a single engagement,calculates“costs” to eachadversaryin the eventthat
they strike first andin the eventthat they arestruckfirst andlauncha retaliatory
strike (eachsideis assumedto launchonly once).Eachside’stargetsaredivided
into two categories:weapontargetsandvalue assets,and it is assumedthat the
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retaliatorystrikeattacksonly valueassetsastherewill beno furtherengagements.
It is also assumedthat eachside makesuseof all its weapons,so that the only
optimizationnecessaryis the first striker’s decisionof what fraction of weapons
to aim at value assets.

Often, the two sidesareassumedto haveonly onetypeof warhead,although
this assumptionis not critical. Theamountof damagedoneby a givennumberof
weaponsis assumedto be deterministic,althoughtypically attackersexperience
diminishing returnsas they launch more weapons. A traditional cost function
is then ��� � ����� �
	���������

where
� �

denotesthe cost to one’s self,
� �

denotesthe fraction of one’s own
value assetsdestroyed,

���
denotesthe fraction of the opponent’svalue assets

destroyed,and
�

is a constant(often takento be roughly 0.3). The minimum of� �
occurs,obviously,at zero,wherea countrylosesnoneof its valueassetswhile

destroyingall the assetsof its opponent(s).The optimal first strike strategyis a
combinationof attackinganopponent’sweapons(i.e., onewarheadcoulddestroy
an opponent’splatform, therebypreventingall of that platform’s warheadsfrom
destroyingone’s own value assets)as well as attacking the opponent’svalue
assetsdirectly.

The cost
� �

is computedfor the two choicesof "self" and the two possible
first strikers,and then a stability index is

���
	��������
���
	����������

����	��������
����	��������

where
� � 	 ���"!#�

denotesthe cost to country i when country j strikes first. Low
valuesof this index indicatethat at leastone of the countriesmay believethat
they cannotafford to risk a first strike by the other.

Nyland(1998)modifiesthis analysisslightly, by assumingthatthefirst striker
attacksweaponsupto the“point of diminishingreturns”in thecurveof opponent’s
warheadssurviving as a function of one’s own warheadslaunchedat weapon
targets. Nyland calculatesstability indices using the numberof warheadsthe
secondstrikerhasavailableto launch.Anotherconceptof stability, closestto the
Mutually AssuredDestructiondoctrine,considersthesituationstableif eachside
is assuredof inflicting unacceptabledamagein retaliationagainsta first strike.

As is apparent,suchstability metricsarepoorly suitedto thestochasticnature
of theproblem.If, for example,a warhead-targetcombinationis associatedwith a

17



kill probability ��� , the damageinflicted by thewarheadis stochastic.That is, the
cost to eachsideof an exchangeisn’t known (exactly) in advance.Substituting
statisticalaveragesfor the �����	��
	�� can lead to misleadingnotions of stability,
as we show later.

4.3 Simulated Nuclear Exchanges

4.3.1 Input Data

Extensiveinput files are neededto characterizethe exchange.Each side’s
arsenalmust be detailed, in terms of the number of platforms, missiles per
platform,andwarheadspermissile. Valueassetsmustalsobedescribed.Weapons
platforms as well as value assetsare legitimate targets, the former in order to
preempta counterstrikeandthe latter to cripple the enemy’sinfrastructure.

For eachweapon/target combination,there is a “damageexpectancy” (DE).
The DE is a numberbetween0 and 1 which correspondsto the kill probability
that a weapon’swarheadwill destroyits target. In exchangeswith highly lethal
weapons,the notion of an all-or-nothing target “kill” representsa reasonable
modeling, in that partial damageis not a likely outcome. For warheadsthat
behaveindependently,if w warheadsare fired at a single target, the chancethat
all of them will miss is (1-DE)w, and thus the probability that the target will
be destroyedin the attackis 1 - (1-DE)w. Upon combiningall suchresults,the
possibleoutcomesof a first strike are numerous;and, becauseeachsubsequent
engagementdependsontheoutcomeof its predecessor,awidevarietyof outcomes
for a multiple engagementscenariois possible.

For optimization,a linearizedversionof theaboveexpectationis usefulandis
incorporatedinto thecurrentversionof theMESA/SM code.We will refer to this
assumptionas the deterministicwarheadassumption.That is, supposethat each
warheadfired deterministicallykills a fractionDE of its target. This interpretation
can be computationallyconvenient,making determinationof launch strategies
possibleby solving a linearprogrammingproblemwith constraintsratherthanby
using more time consuminginteger routines.

The deterministicwarheadassumptionis reasonablyaccuratefor high DE
values,say, DE ≥ 0.9, when there is an addedconstraintthat damagemay not
exceedthat which is physically possible(e.g., firing two warheadswith DE =
0.9 at a single target doesonly oneunit worth of damage,not 1.8 units worth).
For smaller DE values,a nonnegligiblebias is introducedby this assumption.
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Suppose,for example,that an attackerhasten warheads,eachwith DE = 0.5, to
launchat 5 targets. The deterministicwarheadassumptionleadsto firing w = 2
warheadsat eachtargetandassumingthatall targetswill bekilled. Stochastically,
however,thechanceof killing all 5 targetsis [1 - (1-DE)2]5, hereequalto 24%. It
is clearthat the deterministicallyexpecteddamageis biasedrelativeto the actual
expecteddamagein sucha way that the attackerbelievesthat the attackwill be
more successfulthan usually is the case.

Still other issuesarisewhenthe stochasticnatureof the exchangeis consid-
ered. An exampleto illustrate the point: supposethereexistsa single platform
having 10 warheads,and it’s fired on with DE = 0.8. Then, 80% of the time,
the platform and its 10 warheadsare destroyed,while 20% of the time, all 10
warheadsremain. Basinga counterstrikeon expectedvaluesassumesthat there
are 2 warheadsremainingfor retaliation, representinga statisticalaveragewith
respectto the damageexpectancyDE = 0.8. Of course,thereare NEVER two
warheadsremaining,andanyplannedretaliationusing2 warheadsmay look very
different than either actual counterstrike,with 0 or 10 warheads.Moreover, it
is clear that substantialvariability is introducedby the all-or-nothingattackon
MIRVed targets,in that killing the targetsoffers substantialbenefitto the attack-
ing side,while not killing themcreatesthepotentialfor muchdamageto bedone
upon retaliation.

In somedomains,with single-warheadplatforms,large numbersof weapons
on both sides, and uniformly high DE values, deterministic expectedvalue
calculationsareoftenreasonablycloseto their stochasticcounterparts.With fewer
weaponsand greaterMIRVing, as in the aboveexample,the disparity between
expectedvalue assumptionsand stochasticones becomegreater. When the
cascadingeffect is added,therecanbeconsiderabledifferencebetweenstochastic
and expectedvalue results.

Cascadingis thetermthatdescribesthecollectiveeffectsof eachengagement
on thesubsequentengagement(s).If, in the first engagement,onesideis “lucky”
(i.e., it emergeswith lessdamagethan was expected)and the other is unlucky,
the former is positionedfor greatersuccessin subsequentengagements,while the
latter is likely to incur greaterdamagethanotherwise.The bottom-lineeffect of
cascadingcanbe large variability in costsfor multi-engagementscenarios.

Forall theabovereasons(optimisticbiasin deterministicassumptions,therole
of damageassessmentin planning,MIRVing of targets,andcascading),stochastic
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modelinghasmajor implicationsfor determiningoptimal strategies,andthusfor
first strike stability.

4.3.2 Optimal Stochastic Strategy

The lack of perfect predictability has an effect on defining optimality. In
what follows, optimal strategiesaredefinedin termsof expectedvaluesfor each
strike; that is, the best strategy,by definition, gives the best expectedvalue
responsefor the exchange. This is consistentwith most current treatmentsof
force stability. For completeness,however,it is notedthat otherstrategiesexist.
As oneexample,if one sidehasa military advantageand is risk averse,it may
want to minimize the probability of a negativeoutcome,even at the cost of
reducingits expectedmargin of victory (similar to a sportsteamadoptinga very
conservativestrategywhen it hasthe lead in a game). Conversely,an underdog
maychooseto maximizeits probabilityof a positiveoutcomeevenif theexpected
margin of defeatbecomeslarger(again,thereareobviousexamplesfrom theworld
of sports). Such stochastic-basednotions of stability have not beenseriously
examinedin the force stability literature.

Conflicts begin with a setof goalsfor eachcountry. Thesegoalsare of the
form: in the eventof a nuclearexchangewith a certaincountry, it is desiredto
destroysomeportion of that country’s weaponsand someportion of its value
assets.Goalsmay be stratified, in the sensethat sometypesof weapons/assets
may havedifferentpriorities associatedwith their destruction.In principle these
goals can model such conceptsas countries’ pain thresholds: they will target
higher portions of their weaponsat enemies’weaponsif they are particularly
resistantto absorbingdamageto value targets.

Determinationof eachside’s optimal strategyis, in real problemsinvolving
thousandsof warheadsand targetson eachside,a hugecomputationaltask. For
a single warheadwith a high DE againsta weapontarget of the other side, a
choice must be madebetween:

a) firing only a singlewarheadat a target (not “wasting” otherwarheadson
a target that the first warheadis likely to kill) andfiring anotherwarheadat that
target only if a subsequentdamageassessmentshowsthe target undestroyed,or

b) firing multiplewarheadsata targetto increasetheprobabilityof destruction,
lest the target go undestroyedin the strike andthenbe fired on in an immediate
retaliatory strike.
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Hedging— decidinghow may weaponsto usein a first strike andhow manyto
reservefor later strikes— is also important.

In determiningthe beststrategiesof all partiesin a multiple engagement,the
MESA/SM code carriesout a complicatedoptimization basedon geneticalgo-
rithms, in a processsimilar to dynamic programming. Details are beyondthe
scopeof this report but can be found elsewhere(Anson and Stein 1999; Anan-
dalingamand Friesz1992). What can be said, though, is that the deterministic
warheadassumptionis used: the optimal retaliationis computedusing the deter-
ministically calculatednumberof weaponsdestroyedin the first strike, strategy
for the secondengagementis determinedassumingthat outcomefor the first
engagement,and so on.

To guide the optimization, quantitativemetrics are established. Each side
attemptsto optimizeits own situation,which involvesincurring minimal damage
to its own value assetswhile achievingits military objectivesin destroyingthe
opponents’valueassets.The quantity

���
aboveis onesuchmetric.

In the current MESA/SM implementation,a lengthy iterative algorithm is
carried out to minimize the ultimate cost, from each side’s standpoint,of its
targeting strategy. Upon computingcostsfor eachside undereachscenarioof
interest(i.e., with eachsideassumedto strike first), stability canbe assessed.

The role of perceptionsin optimizing strategyis abundantlyclear. Eachside
plansits own attackbasedon its perceptions.The two setsof perceptionsmay
not bethesame(e.g.,oneside’sintelligenceestimatesof theotherside’sdamage
expectanciesin striking certaintargetsmay not matchthe valuesassumedby the
otherside). Indeed,theDEs for one’sownattackareestimatesbasedonsomewhat
limited dataand may not be accurateto the 99th decimalplace. Dependingon
themagnitudeof subjectiveuncertaintyin evaluatingDEs, therecouldbeserious
implications for the strategyselected.

4.4 A Simple Tri-polar Example

To illustratetheeffect of stochasticbehavioron stability metrics,we consider
a simpletri-polar example.Input parametersarepurely notional,in part to avoid
potentialclassificationissueswith usingvaluesthat reflectactualdata.Moreover,
thescopeof theexampleis deliberatelykept small (eachsidehavingat mosttwo
weapontypes)so as not to introducespuriouscomplications.
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Detailsareasfollows. Threelesserpowersareinvolved in a tri-polar nuclear
exchange,a scenariothat is not beyondthe realm of possibility (for example:
India, Pakistan,andChina). In thehypotheticalexampleconsideredhere,Side#1
hasMIRVed andnon-MIRVed missiles,10 of the former (with 10 warheadsper
missile) and10 of the latter. Side #2 has10 of the former and 40 of the latter,
andSide#3 hasonly 20 non-MIRVED missiles.The numbersof valueassetsfor
the threesidesis assumedeffectively infinite relative to the limited arsenals.

The kill probabilities are modestbecauseof an assumptionthat fledgling
nuclearpowersarenot asproficientasthe superpowers.Thosekill probabilities,
for eachwarheadandeachof its potential targets,are as follows:

Targets

Side
#1

Side
#1

Side
#1

Side
#2

Side
#2

Side
#2

Side
#3

Side
#3

MIRVs non-
MIRVs

Assets MIRVs non-
MIRVs

Assets non-
MIRVs

Assets

Side #1
MIRVs

.25 .25 .25 .25 .25

Side #1
non-MIRVs

.40 .50 .80 .50 .80

Side #2
MIRVs

.25 .25 .25 .25 .25

Side #2
non-MIRVs

.40 .50 .80 .50 .80

Side #3
non-MIRVs

.40 .50 .80 .40 .50 .80

In thesimulatedbattle,thefirst engagementis betweenSides#1 and#2 (Side
#1 launchingfirst andSide#2 then retaliating),the secondengagementbetween
Sides#3 and#1(Side#3 launchingfirst andSide#1 thenretaliating),andthethird
engagementis betweenSides#2 and#3 (Side#2 launchingfirst andSide#3 then
retaliating).Theoptimalstrategyfor eachsideinvolvesso-calledhedgequantities.
That is, Side#1 will expendsomeof its weaponsin thefirst strike,will thenhave
someweaponsdestroyedin Side #2’s counterattack,and will finally expendits
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remainingweaponsin the next engagement.Determiningan effective overall
strategyinvolves using the right portion of its weaponsin the first engagement
and“hedging” the rest. Sides#2 and#3 musthedgein their first battlesaswell.

The MESA/SM codeis run to obtain optimal targeting for this example. In
a deterministicframework,eachsidebelievesit knows,basedon the first strike,
exactly how many targets remain. Through a complicatedsearchprocess,the
deterministicwarheadassumptionis propagatedthrougheachstrike of eachen-
gagement.Convertingtheresultsto percentagesfor usein a stochasticsimulation,
the exchangeproceedsas in Table 1.

Note that thereis someartificial behaviorin the abovetargetingscheme.In
the first engagement,for example,Side#2 usesthe knowledgethat Side#1 will
not attackit again. Thus,thereis no reasonfor Side#2 to retaliateagainstSide
#1’s weapons:thoseweaponswould otherwisebe usedagainstSide#3, thereby
makingit lesslikely thatSide#3’sweaponswould laterkill Side#2’svalueassets.
Moreover,in eachside’sfinal attackof thewar, it expendsall its weaponsbecause
there is no point in saving them. Also, in the stochasticimplementation,it is
assumedthatsimplyproratingthedeterministictargetingstrategygivesreasonable
resultswhenappliedin stochasticmodewherethe numberof weaponsremaining
after eachattack is not (exactly) the sameas anticipateddeterministically; the
moreappealingapproachof recomputingthe targetingfor eachrandomoutcome
is not computationallyfeasible.

Upon propagatingthe deterministicwarheadassumptionthroughthe succes-
sive engagements,the following value assetsare killed:

Side#1: 2.8 Side#2: 2.6 Side#3: 21.9

Thesevaluesreflect the initial conditions (Sides#1 and #2 startedwith more
weaponsthanSide#3, andthuscould destroymoreof the othersides’weapons
beforethoseweaponscould be usedon their own valueassets).

It is straightforwardto simulate the abovewar, using randomnumbersto
decidewhethercertain targets are killed in the first strike, then simulating the
retaliation to the first strike, and so on. Resultsfrom the stochasticsimulation
can then be comparedto the deterministicresultsabove. Resultsare shownin
Figures1 and 2.
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Table1

Attack Strategyfor HypotheticalExample

First Engagement:

First Attack: Side #1 � Side #2

26% of MIRVs attackSide #2’s MIRVs

0% of MIRVs attackSide #2’s non-MIRVs

10% of MIRVs attackSide #2’s value assets

92% of non-MIRVs attackSide #2’s MIRVs

6% of non-MIRVs attackSide #2’s non-MIRVs

2% of non-MIRVs attackSide #2’s value assets

SecondAttack: Side #2 � Side #1

8% of non-MIRVs attackSide #1’s value assets

100%of MIRVs remainingattackSide#1’s valueassets

SecondEngagement:

First Attack: Side #3 � Side #1

66% of non-MIRVs attackSide#1’s MIRVs, if any remain

1% of non-MIRVs attackSide #1’s value assets

SecondAttack: Side #1 � Side #3

100%of MIRVs remainingattackSide#3’s valueassets

Third Engagement:

First Attack: Side #2 � Side #3

35% of non-MIRVs remainingattackSide#3’s non-MIRVs

65% of non-MIRVs remainingattackSide#3’s valueassets

SecondAttack: Side #3 � Side #2

100%of non-MIRVs remainingattackSide#2’s valueassets

Apparentin Figure1 is the stochasticvariability. There,a histogramof the
valueassetslostby Side#1 in thefirst strikeis displayed.Overthe1000simulated
wars,assetslost rangefrom 1 to 28, in contrastto thedeterministicvalue2.8cited
above. In other words, the nonlinearitiesare suchthat the expected(stochastic)
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result is very different thananticipated,andthe variability aroundthat averageis
nonnegligible.This large variability resultsfrom Side#1 allocatingjust enough
warheadsto destroy, under the deterministicwarheadassumption,all of Side
#2’s MIRVs. Stochastically,however,oneor moreof Side#2’s MIRVs survive
with someprobability, doing substantialdamagein thosecases.Indeed,sucha
stochasticdistributionraisesthe notion of stability metricsbasedon probabilistic
outcomes— e.g.,a situationis stableif theprobabilityof onesidedominatingthe
exchangeis sufficiently small, or if the rangeof likely outcomesis sufficiently
narrow.

A secondsimulationwas run, reversingthe roles of Sides#1 and#2 in the
first engagementand using MESA/SM to derive the optimal targeting. In so
doing, force stability canbe examined.Similar to the discussionin Section4.2,
considerthe stability metric

��� �����	�
���
�����	������

���������
������
�	� �

where ����������� denotestheassetslost by Side � ( � =1, 2) whenSide � strikesfirst in
thefirst engagement.Basedon thedeterministicwarheadassumption,propagating
throughthe engagementsgivesthe result

�
= (2.8 / 3.5) � (10.2 / 2.6) = 3.1.

Stochastically,a histogramof the simulatedvaluesof the stability metric is
displayedin Figure 2. Note the wide rangeof valuesthat is achievable(there
is a lump of probability at

�
= � , in that a small fraction of simulatedbattles

yield some ����������� = 0). This wide rangeis partly due to using ratios to assess
stability, which tendsto exaggeratethe stochasticeffects in the assetsdestroyed.
In any event,citing theaveragevalueof a stability metric with no mentionof its
associatedvariability can give a misleadingpicture.

Severalvariationson the aboveexamplecould be considered. If Side #1
were risk averse,it could limit the rangeof damageto its valueassetsby firing
a greaterportion of its weaponsat its opponents’weaponsthan in the above
example.Conversely,it could adoptan aggressivestrategy,launchingonly one
warheadat eachof its opponent’smissilesand hoping to kill all of them in a
very lucky (and unlikely) seriesof events;this would then allow for increased
targetingof valueassets.Sucha high risk strategywould lead to a wider range
of outcomes,dependingon the degreeof successin the first strike.
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Otheraspectsof nuclearexchangescould alsobe drawninto this discussion.
Damageassessmentis importantin a stochasticenvironment(why fire a second
missile when the first hasalreadykilled the target?) but not in a deterministic
world (sinceit is known,apriori, whatdamagewill bedone).Strategiesinvolving
damageassessmentcouldbequite elaboraterelativeto theoneconsideredabove.
Also, imperfectknowledgeof damageexpectancies,suchaswheneachsidemust
guessat the effectivenessof the othersides’weapons,introducesanothersource
of uncertainty.

5. Conclusion

Stochasticelementsplay an importantrole in stability assessment.In force
stability, for example,uncertaintyentersin two ways: imperfectknowledgecon-
cerningan adversary’sperformanceparameters(suchas their damageexpectan-
cies) and the randomoutcomesof attacks(determinedby kill probabilities ��� ).
Thesefactorsleadto a situationwherethe gametheoreticpayoff is unknownin
advance.

Thereare two main implicationsof the stochasticbehavior. The first is that
an expectedvalue approachproducesmisleadingconclusions.Nonlinearitiesin
the cascadingeffect are such that propagatingexpectedvalue results through
the multiple engagementsdoesnot usually lead to valid conclusions.Stochastic
simulationsare requiredto gain a good understandingof the dynamics.

The secondproblemwith deterministicapproachesis that the rangeof prob-
ableoutcomesis not quantified.As seenin the example,randomvariability can
be large. Strategiescanbe devisedto minimize risk (thesewould be attractiveto
a sidewhich hasa decidedadvantagein thenumberof weapons)or to maximize
risk (which might be attractiveto a side which must take chancesin order to
prevail). As a consequence,thedefinitionof “optimal” strategiesis affected,with
obvious implications for stability.

6. Acknowledgments

The authorsthankDoug AnsonandMyron Steinof theLos AlamosMilitary
Simulation group for allowing us accessto their MESA/SM code. We also
thankJamesScouras,whosepresentationon force stability inspiredsomeof the
discussiongiven in Section4.

28



Bibliography

Allison, G. T. (1971), Essenceof Decision: Explaining the CubanMissile
Crisis, Boston: Little-Brown.

Anandalingam, G. and Friesz, T. L. (1992), “Heirarchical Optimization: An
Introduction,” Annalsof OperationsResearch 34 1–11.

Anson, D. and Stein, M. (1999), “MESA/SM: A New Multi-Polar Strategic
Force Planning & Stability Methodology,” Los Alamos National Laboratory
technical report.

Booker, J.M and Bryson, M.C. (1985) “Decision Analysis in Project Man-
agement: An Overview,” IEEE Transactions on Engineering Management, Vol.
EM-32, p. 3-9.

Brams, S. J. (1985), SuperpowerGames:Applying GameTheoryto Super-
powerConflict, New Haven: Yale University Press.

Dresher, M. (1961), Gamesof Strategy, Englewood Cliffs: Prentice-Hall.

Dubrois, D. and Prade, H. (1988), Possibility Theory: An Approach to
ComputerizedProcessingof Uncertainty, New York: Plenum Press

Epstein, R. A. (1977), The Theoryof Gamblingand StatisticalLogic, New
York: Academic Press.

Fischoff, B., Slovic, P., and Lichtenstein, S. (1982), “Lay Foibles and Expert
Fables in Judgments About Risks, TheAmericanStatistician36 240–255.

Giles, G. F., Doyle, J. E., Dunn, L. A., Gentry, L. W., and Sandrock, J. H.
(1994), “Strategic Personality,” SAIC Technical Report.

Howard, N. (1971), Paradoxesof Rationality: Theory of Metagamesand
Political Behavior, Cambridge: MIT Press.

Isaacs, R. (1965), Differential Games, Mineola, N.Y.: Dover.

Judd, B. R., Younker, L. W., Hannon, W. J., Strait, R. S., Sicherman, A., and
Meagher, P. C. (1988), “Decision Framework for Evaluating Compliance with the
Threshold Test Ban Treaty, Livermore National Laboratory report UCRL-53830.

Keeney, R. L. and Raiffa, H. (1993), Decisionswith Multiple Objectives:
PreferencesandValue Tradeoffs, Cambridge: Cambridge University Press.

Kent, G. and Thaler, D. (1989), “First Strike Stability: A Methodology for
Evaluating Strategic Forces,” RAND Corporation Report R-3765-AF.

29



Knowledge Transfer International (1999) web site for terminology:
http://ktic.com/topic6/13_TERM2.HTM, and University of Calgary web site:
http://sern.ucalgary.ca/KSI/KAW/KAW99/KAW99Call.html.

Kosko,B. (1997)FuzzyEngineering, UpperSaddleRiver,N.J.: Prentice-Hall.

Krakowski,R. A. (1999),“A Multi-Attribute Utility Approachto Generating
Proliferation Risk Metrics,” Los Alamos National Laboratory technical report
LA-UR-96-3620.

Meyer, M. andBooker,J. (1991),Eliciting and AnalyzingExpertJudgment:
A Practical Guide, London: AcademicPress.

Nyland, F. (1998), “The Index of WarheadFirst Strike Stability,” R-128-
ACDA, U. S. Arms Control and DisarmamentAgency.

Ross, T.J. (1995), FuzzyLogic with EngineeringApplications, New York:
McGraw-Hill

Schelling,T. C. (1960), TheStrategyof Conflict, Cambridge:HarvardUni-
versity Press.

Shubik,M. (1975),Gamesfor Society,Business,andWar, NewYork: Elsivier.

Slovic, P., Fischhoff, B. and Lichtenstien,S (1982), “Facts versusFears:
UnderstandingPerceivedRisk,” p. 463–492in JudgmentUnder Uncertainty:
Heuristics and Biases, (Kahneman,Slovic and Tversky, editors), Cambridge:
CambridgeUniversity Press.

Straffin, P. D. (1993),GameTheoryand Strategy, Washington,D.C.: Math-
ematicalAssociationof America

Taylor, W. (1999),Predicting...theFuture in Kosovo,thePastin Vietnam, to
be publishedandweb site: http://users.neca.com/williamtaylor/kosovo.html.

VonNeumann,J.andMorgenstern,O. (1944),Theoryof GamesandEconomic
Behavior, Princeton: PrincetonUniversity Press.

Weber, S. (1991), Cooperationand Discord in U.S.-SovietArms Control,
Princeton: PrincetonUniversity Press.

Weirich, P. (1998), Equilibrium and Rationality: GameTheoryRevisedby
DecisionRules, New York: CambridgeUniversity Press.

Whitman,M. (1985)“Black Hats,EconomistsandSocietalRiskAssessment,”
p. 1–8 in RiskAssessmentandManagement, (Lave, editor), New York: Plenum
Press.

Zadeh,L. A. (1965)FuzzySets,InformationandControl, Vol. 8, p. 338-353.

30



Zadeh,L. A. (1996),PossibilityTheoryandSoft DataAnalysis,in Klir, G.J.
andYuan, B. (editors)Fuzzy Sets, Fuzzy Logic, and Fuzzy Systems, River Edge,
N.J.: World Scientific Press,Vol 6, p. 481-541.

Zagare,F. C. and Kilgour, D. M. (1995), “AssessingCompetingDefense
Postures,”World Politics 47 373–417.

31


